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Soil methane (CH4) and nitrous oxide (N,0) fluxes are difficult to predict from soil temperature and
moisture alone, especially compared to carbon dioxide (CO,) fluxes. That difficulty is reflected in high
spatial and temporal (spatiotemporal) variability of these two greenhouse gases (GHGs). We used a 16 ha
field, under homogeneous soils and vegetation, to simultaneously explore spatial and temporal
variability of soil CH4 and N,O fluxes. We also measured soil physical and chemical properties in order to
explain, and predict, spatial variability of these two gases. Gas fluxes were measured using either a
dynamic chamber (spatial variability study) or automated chambers using FTIR (temporal variability
study). Soil samples were analysed for 30 chemical parameters (including at least two forms of soil
carbon and nitrogen), while two proximal soil sensors were used to collect fine-resolution soil electrical
conductivity and gamma radiometric concentration across the site. Fluxes of CH; and N,O showed
distinct spatial patterns, and were uniquely related to soil properties. Spatial variability in both CH4 and
N,O fluxes was greater than five months of temporal variability (an increase in 112% and 39% in standard
deviations for each gas respectively). If we relied solely on the autochambers for mean field fluxes, we
would have underestimated fluxes by 59 and 197%, for CH4 and N,O respectively. CH, fluxes were more
spatially-dependent than those of N,O (semivariance analysis), but both showed greater spatial
dependence than previously reported. Nearly 40 and 50% of the mean spatial flux of CH4 and N,O were
from 1% of the area. Spatial variability in soil CH,4 fluxes was predicted best by electrical conductivity
measurements at 0-50 cm (r=0.74) and soil C. Soil N,O fluxes, on the other hand, were predicted best by
soil N and the gamma radiometric data (r=0.48). Overall, our results clearly show that the large spatial
variance of both CH; and N,O fluxes requires great caution when scaling from chamber-based
measurements to the field and beyond. Proximal sensors (as used here) can help map “hot spots” of soil
CH4 and N,O fluxes at the field scale.

Keywords:
Agriculture

Dynamic chambers
Electromagnetic induction
Gamma radiometrics
Geospatial statistics
Greenhouse gas
Methane

Nitrous oxide
Proximal sensors
Spatial variability

© 2017 Elsevier B.V. All rights reserved.

1. Introduction differences among land uses and treatments, leading to a still-

urgent need to better-measure and understand that variability

Research into greenhouse gas (GHG) fluxes has progressed
rapidly in the last half century, and especially in the past decade. A
unifying theme is that spatial and temporal (spatiotemporal)
variability in soil GHG emissions can be so large as to obscure

Abbreviations: ATV, all-terrain vehicle; DOC, dissolved organic C; DON, dissolved
organic N; EM, electromagnetic sensor; EC, electrical conductivity; GHG,
greenhouse gas.
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(Gregorich et al., 2005; Johnson et al.,, 2007; Kravchenko and
Robertson, 2015). Progress is essential if we are to achieve site-
specific management recommendations to reduce GHG emissions
on managed land (Hénault et al., 2012; Paustian et al., 2016). Much
of our understanding of spatiotemporal dynamics has been limited
by technologies that restrict measurements to relatively small
sampling areas and infrequent measurements through time.
However, recent technological advances in GHG measurement
and sampling technologies are offering the promise of rapid
improvement in our understanding of the causes of variation.
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The use of automated gas flux chambers (that allow continuous
measurements of fluxes at intervals on the scale of minutes to
hours), for example, has helped considerably improve our
knowledge of the driving influences on temporal variability in
soil GHG fluxes (Butterbach-Bahl et al., 1997; Pumpanen et al.,
2003; Lai et al., 2012; Savage et al., 2014; Wang et al., 2011). Studies
using these automatic(auto)-chambers have highlighted the
importance of episodic events where soil GHG emissions are
disproportionately large compared to “normal” conditions - also
called “hot moments” (McClain et al., 2003; McDaniel et al., 2014).
Missing these pulse events could underestimate annual emissions
of carbon dioxide (CO,) by up to 13% and nitrous oxide (N,0) by
24%, and overestimate methane (CH4) uptake by 18% in wheat-
fallow cropping systems, for example (Kessavalou et al., 1998).
Relatively high-frequency measurements with auto-chambers
have substantially increased our knowledge of the “when, and
why” of these “hot moments”.

Spatial variability, on the other hand, remains a serious
unresolved issue. Chambers, irrespective of whether they are
automatic or manual, can only be used to measure fluxes from a
small area (say up to 1 m? in area per chamber) relative to the size
of typical paddocks or fields. Unfortunately, many studies have
sought to extrapolate from such small areas to the field or even to
the regional scale, despite obvious weaknesses and uncertainties
associated with that scaling (Kravchenko and Robertson, 2015;
Lessard et al., 1994; Velthof et al., 1996). A significant methodo-
logical limitation is the amount of time required to measure a flux
from any single chamber (typically 30 min to 1 h), which precludes
large-scale chamber deployments. While eddy flux and eddy
gradient methods integrate fluxes over large areas (>500 m?), they
do not provide fine spatial resolution nor the ability to distinguish
roles of differing soil processes that are known to control GHG
emissions, and that likely varies at scales ranging from sub-micron
to metres.

The recent advent of portable, quantum cascade, laser gas
analysers, provides the ability to better-quantify spatial variability
in GHG fluxes. Some laser analysers can measure gas concen-
trations at frequencies of 10-20 Hz, substantially reducing the time
required to determine a soil flux (Hensen et al., 2006; Jassal et al.,
2016). Faster ‘turnaround’ times can provide greater opportunity to
increase the spatial density of GHG flux measurements. The ability
to measure at high frequency has also led to ‘dynamic’ chamber
methods (Hensen et al., 2006; Cowan et al, 2014). Dynamic

chamber methods offer much more rapid assessment of fluxes and
greater precision compared to traditional methods (Cowan et al.,
2015; Hensen et al., 2006) and avoid problems associated with long
deployments, such as, non-linear fluxes (Venterea et al., 2009).

Mounting evidence suggests that soil temperature and mois-
ture alone are weaker predictors of CH4 and N,O fluxes than of CO,
fluxes. More complex biological and chemical processes are
involved in the former, and these processes are likely introducing
greater spatial variability. It has been hypothesized that these soil
biological and chemical properties should be more spatially
variable than physical soil properties (Yanai et al., 2003). Indeed,
soil properties such as soil carbon (Miller et al., 2016), nutrients
(Mallarino, 1996), and microbial biomass and activity (Cambar-
della et al., 1994; Cavigelli et al., 2005) have shown considerable
variability at the field-scale. Even soil water can vary greatly at the
field-scale, and in relatively homogeneous landscapes (Long-
champs et al., 2015). Each of these soil properties have been shown
to contribute to regulation of CH4 and N,O fluxes, but have not
been directly linked to spatial variability of GHG fluxes at the field
scale.

We sought to determine the spatiotemporal variability of CHy
and N,O fluxes in a typical agricultural setting. We chose a field in
Australia’s northern wheatbelt, in northern New South Wales to
simultaneously capture both spatial and temporal variability in
these GHGs by using two systems: automated chambers for
temporal variability, and dynamic chambers for spatial variability.
Our objectives were to: 1) quantify and compare the spatial and
temporal variability of CH, and N,O fluxes in a 16 ha site, and 2)
quantify soil properties that may be regulating this variability. We
combined gas flux measurements with soil surveys using two
proximal sensors and chemical analyses of soil samples. Proximal
sensors are fast and easy to use, and can approximate several
important soil variables that likely regulate soil fluxes of CH4 and
N,O (see Materials & Methods section).

2. Materials & methods
2.1. Site description and experimental design

This study was conducted in a 16ha section of a larger
(~200ha) field that forms part of the Plant Breeding Institute

(149.8236483° E; 30.2778883° S) of the University of Sydney, at
Narrabri, New South Wales, Australia. The institute lies at an

Fig.1. Google Earth images of the study site without (left) and with (right) GPS locations of the autochambers for temporal variability (red squares) and spatial study sampling
points (yellow markers). We used a dynamic chamber method to quantify rates of GHG emissions at points within three concentric squares. In the innermost 100 m x 100 m
square, we sampled on a 5 m grid; in the concentric 200 m x 200 m square we sampled on a 10 m grid; while in the 400 m x 400 m concentric square, we sampled using a 20 m

grid.
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elevation of 232 m asl within a region known as the North-west
Slopes and Plains and is drained by the Namoi River. Soils are
mostly grey cracking clays (or vertisols by USDA classification), and
the texture is 28% clay and 30% sand in the top 10 cm. The mean
annual temperature for Narrabri is 19°C, and mean annual
precipitation is 662 mm.

We selected this site owing to its flat relief with an overall slope
of just 1.8%. Historically, the field received fertilizer at rates of
~110kgha—'y~! as urea and has been used to grow wheat
(Triticum sp.) and chickpea (Cicer arietinum) in rotation. We took
our measurements after wheat harvest, with substantial residue
remaining on the surface. For the spatial GHG study, we divided the
16 ha study site into three concentric squares with variable
sampling densities within each square (Fig. 1). We sampled the
central 100 m x 100 m square at 5m intervals. We also sampled a
concentric 200 m x 200 m square at 10 m intervals, and a 400 m x
400 m square at 20 m intervals.

2.2. Temporal variability in GHG fluxes

We placed six automated chambers (autochambers), roughly
equidistant from each other within the central 100m x 100 m of
the study site. Autochambers were connected to a Fourier-
transformed infrared (FTIR) gas analyser, capable of quantifying
multiple gas species simultaneously. The FTIR was housed in a
field-deployable, temperature-controlled enclosure and recorded
concentrations of CO,, CHy, and N,O (Griffith and Galle, 2000)
according to a programmed sequence. Each chamber was within
50m of the FTIR. Gases were sampled via a sample line (3/8”
Synflex, Eaton Corporation), and opening/closing of the chamber
was controlled pneumatically (via 6 mm nylon tubing; Norgren).
GHG fluxes were calculated on the basis of changes in concen-
trations over a 45-min period during which the chamber lids were
closed (see also Butterbach-Bahl et al., 1997 for description of
similar sampling systems). A new sample from alternating
chambers occurred every hour, thus the sampling interval for
individual chambers was 6 h apart. The FTIR system was in place
from February 12, 2015 until June 13, 2015.

2.3. Spatial variability in GHG fluxes

We employed a LGR N,O—CH,4 Analyzer (Los Gatos Research,
Mountain View, CA), coupled with a dynamic chamber to quantify
spatial GHG fluxes. The LGR is a portable cavity ring-down
spectroscopic analyser that measures N,O, CH,4, and water vapour
continuously at 1 Hz. The approximate flow of the internal pump in

the analyser is 157 mlm™". The limit of detection for the LGR is
941 ppb for N0 and 47 43 ppb for CH4. The LGR was connected
with 3.5 m of Synflex tubing to a square gas flux chamber made of
PVC (dimensions 15cm X 15cm X 7.5cm). We chose to use a
smaller, dynamic chamber in order to quickly detect changes in
GHG concentrations. In most cases, stable concentration data were
obtained between 1 and 2 min after inserting the chamber 2.5 cm
into the soil surface (Fig. S1). We deployed the chamber for a total
of 5 min, with CH4 or N,O fluxes calculated on the basis of a linear
function fitted to the data after the initial 1-to-2-min disturbance
period (Fig. S1). Multiple measurements with manual, automatic,
and the dynamic chamber all show strong linearity for fluxes
measured between 2 and 45 min at this site. Therefore, we used
linear regressions regardless of whether they exceeded the
machine limit of detection in 5min because it is very likely that
these 2-to-5-min regressions would exceed this by 20-30 min if
allowed. These measurements were all taken between the 23rd
and 31st of May 2015 and tagged with a spatial reference
coordinate using a GPS receiver (SMART6-L GNSS; NovAtel,
Canada). Gas measurements were collected between sunrise and
sunset and >100 such flux calculations were collected each day. The
air and soil temperature varied little during this period, and there
was no rain (Fig. S2).

2.4. Proximal soil sensing

We mapped soil properties using two proximal sensors (Table 1)
on May 25th, 2015. The two proximal sensors we used in this study
were a RSX-1gamma radiometric detector consisting of a 4L
Sodium-Ilodine crystal (Radiation Solutions Inc., Mississauga,
Ontario, Canada), and a Geonics DUALEM-21S electromagnetic
induction instrument (Geonics Ltd, Mississauga, ON, Canada). Data
from these instruments were logged continuously with measure-
ments being taken approximately every 1 m assuming our average
speed of our ATV of 5kmh~'. Each logged measurement was
tagged with a spatial reference coordinate using the same digital
GPS receiver mentioned above. All three instruments were
attached to a John Deer ATV (Fig. S3) and driven in parallel lines
across the 16 ha study site, at intervals of ~3 m.

The gamma detector, or gamma-ray spectrometer (or gamma),
records the amount of radioactive isotopes in the soil based on the
principle that each gamma ray photon relates to a discrete energy
window which is characteristic of the source isotope (Minty et al.,
1998). Gamma radiometrics is a passive sensing technique the
detects the varying amounts of naturally occurring radioisotopes of
potassium (*°K), uranium (>*®U-series) and thorium (?>2Th-series)

Approximates . . . Publications

Table 1
Proximal soil sensors and their characteristics.
Proximal Sensor (and nickname) Measures Units Effective
Depths (m)

RSX-1 Gamma Detector
(Gamma)

U, K, Th, and total counts per second 0.4
counts (cps)

DUALEM-4 s Electromagnetic
Sensor (EM)

Conductivity

mS m™! 0.5,1, 16, 3.2

clay content, mineralogy, soil pH Wilford et al. (1997),
Taylor et al. (2002),
McBratney et al. (2003),
Pracilio et al. (2006),
Wilford and Minty
(2006)

Stockmann et al. (2015)
Doolittle et al. (1994),
Johnson et al. (2001),
Whelan and McBratney
(2003),

Huth and Poulton
(2007)

Robertson et al. (2007),
Saey et al. (2009),

Zhu et al. (2010)

moisture content, salinity, clay content,
thickness of the solum
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from soil as they produce high-energy gamma-rays with sufficient
intensities to be picked up by the detector (IAEA, 2003).
Additionally, a total count gamma-ray measurement was taken
over the entire spectrum range. Measurements were recorded in
counts per second (cps). Data from the gamma detector has been
linked to many soil physical and chemical properties (Table 1).
Radiometric information of the soil landscape is therefore a crucial
explanatory variable of the heterogeneity of soil properties and a
highly valuable asset for improving the prediction of their spatial
distribution (McBratney et al., 2003). More information on the
gamma radiometric analysis is provided in Table 1.

Electromagnetic induction technologies (or EM) have been used
for decades to map ground conductivities in mineral exploration
(Keller and Frischknecht, 1966), and more recently used to measure
soil properties as applied to precision agriculture or the manage-
ment of crops at a very detailed resolution (Robertson et al., 2007;
Whelan and McBratney, 2003). EM sensors mostly measure bulk
soil electrical conductivity (ECa). Other soil properties of interest
may be inferred using EM data (e.g. soil moisture, pH and texture,
Table 1). The DUALEM-21S (Dualem, Milton, ON, Canada) sensor
used in this work has dual-geometry (horizontal and vertical)
receivers at separations of 1- and 2-m from the transmitter. This
configuration provides four simultaneous depths of conductivity
sounding or depth of exploration, that correspond to integrated
conductivity measurements in mS m~! for depths of 0-0.5m, 0-1m,
0-1.6 m and 0-3.2m (Table 1).

2.5. Soil physical and chemical analyses

A suite of soil chemical and physical variables was also measured,
using 66 samples (0-10 cm) collected at random across the study
site. These samples were collected immediately after measurements
of GHG fluxes and were located within the area occupied by the
dynamic chamber (5 x 5 cm). All soil samples were sieved to 2 mm.
Soil inorganic nitrogen and dissolved organic C and N (DOC, DON)
were extracted using 0.5 M K,;SO4, with 5g dry soil to 40 ml of salt
solution shaken for 1h and extracted with Whatman #1 filters.
Extracts were analysed on a Lachat Quikchem 8500 (Lachat
Instruments, Loveland, CO) following standard procedures for
ammonium (NH,4") and nitrate (NO5~), and for DOC and DON using
aSchimadzu TOC-V series analyser (Kyoto, Japan). Total Cand N were
analysed with a LECO CHN628 elemental analyser (LECO Corpora-
tion, St. Joseph, MI) using dried and ground soils. pH was measured
with a SevenMulti probe (Mettler Toledo, Columbus, OH) usinga 1:1
ratio (w:w). Concentrations of heavier elements in the soil were
measured using X-ray fluorescence (XRF) with a Niton XL3 t Ultra
Analyzer meter (Thermo Scientific, Waltham, MA).

2.6. Statistical analyses

Maps of gas fluxes, together with the proximally sensed
gamma and EM data, were prepared at a 10 m resolution for the
16 Ha site. We used both geostatistical and digital soil mapping
methods to achieve those ends (McBratney and Pringle, 1999;
McBratney et al, 2003; Webster and Oliver, 2001). Local
variograms and kriging were used for mapping proximal sensor
data (gamma and EM). In this case, local variograms were fitted to
available data within a defined spatial neighbourhood, followed
by kriging. Local variogram modelling captures localized spatial
features in data that may be lost, or smoothed, if a global
variogram is used. Local variograms are more amenable for large
data sets because they negate the need to invert large matrices.
For examining the basic spatial structure of the gas flux data, we
fitted whole-area (global) variogram models to measured data
from both gases. Here, we considered both spherical and
exponential variogram models, and selected the one that

achieved highest cross-validation accuracy (i.e. smallest root
mean square error, RMSE).

For mapping both gas flux variables, we wanted to exploit the
availability of the mapped proximally-sensed data through the
use of a regression kriging model (Odeh et al., 1995). Regression
kriging is a hybridized model whereby the predictions of the
target variable, in our case the gas flux data, are made via a
deterministic method (regression model with covariate proximal
sensor data) and a stochastic method (spatial auto-correlation of
the model residuals with a variogram). The deterministic method
essentially ‘detrends’ the data, leaving behind the residuals for
which we need to investigate whether there is additional spatial
structure which could be added to the regression model
predictions. Subsequently in this study the predictive covariates
in the regression model were the proximal sensor data. The
regression model we used was quantile regression forests (QRF;
Meinshausen, 2006) which is a data mining algorithm based on
Random Forests (Breiman, 2001) - a boosted regression tree
model. This type of non-parametric model allows flexibility in
the model-fitting approach as no assumptions about the input
data are required. For spatial modeling of the residuals of the
QRF model we again considered either spherical or exponential
variogram models. Given a variogram model, simple kriging of
the residuals followed, that (if an appropriate variogram model
was fitted) were added to the mapped predictions from the
regression model. Prior to model fitting though, we first spit the
data into two subsets. The first subset contained 70% of the
available data and was designated to be used for model training;
the other subset (the remaining 30%) was set aside for an
independent model validation. The accuracy of the models was
assessed by evaluating the RMSE and coefficient of determina-
tion (R?) between measurements of the gas flux data from the
validation data set and their corresponding regression kriging
predictions.

Variogram modelling and associated kriging was performed
using the VESPER software (Minasny et al., 2005). Besides QRF
models which were fitted using the quantregForest R package
(Meinshausen and Schiesse, 2015). All other univariate regression,
descriptive statistics, and multi-variate statistics were conducted
with R (R Core Team, Vienna, Austria), using the vegan package for
multi-variate analyses (Oksanen et al., 2007).

3. Results
3.1. Temporal variability in GHG fluxes

All three GHGs showed high temporal variability, with most of
activity during the early weeks of the sampling program (end of
summer, beginning of autumn - February to late March).
Precipitation events triggered pulses in all three gases, but in
the case of CH, fluxes the pulses were negative (or soil
consumption of atmospheric CH,). One rain event at the end of
February led to dramatic ‘spiking’ or surge of CO, and N,O
emissions (276 mg CO, m2h~! and 34 wgN,Om2h™!), and of
methane uptake (-125pg CH; m2h~!). We recorded strong
variability in CO, fluxes from mid-March to April, at the end of
summer.

From mid-May to mid-June (the period during which spatial
variability in GHG fluxes was recorded), fluxes were smaller than
earlier in the autumn (Fig. 2 and S2). Mean air temperatures for
this period were less (around 12 °C), and there was less diurnal
variation (Fig. S2). Mean (£SD) volumetric water content in the
top 0-7 cm was 0.238 4 0.043, and soil temperature was 16 =4 °C.
Emissions of CO, were low for most of this period, except for two
rain events before and after our measurements. These events
created small spikes in CO, emissions (from ~20mg CO, m~2h~!
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to~100mg CO, m2h~!), but CH; and N,O showed little
response. All chambers recorded positive N,O emissions during
this period, and little temporal variation, resulting in a mean
emission of ~1 wgN,O0m2h~. CH, fluxes approached 0 g CH,
m2h~! on May 13th, and then dropped to —15 pg CHy m2h™!
on May 17th, and remained steady through the first week of June.

3.2. Spatial variability in GHG fluxes

There were clear spatial patterns in fluxes of CH; and N,O
between May 23rd and May 31st (Fig. 3) and very little, if any,
diurnal pattern to the measurements (Fig. S4). First, CH4 and N,O
fluxes were not well correlated between each other. Instead, each
gas showed unique spatial patterns (Fig. 3). A general north-south
trend in fluxes of CH4 can be contrasted with a more east-west
trend in N,O fluxes (Fig. 3). Secondly, soils mostly emitted N,O
(82% of area) but took up CH4 (94% of area). Fluxes of both gases,

(a) CH,

were highly variable. CH,4 fluxes had a standard deviation of 42 g
CH, m2h~! while those of N,O had a standard deviation of
20 ugN,Om 2. Rates of methane uptake were greatest at the
northern end of study site, —327 g CH, m—2h~?, while maximum
rates of emission were 237 wg CH; m2h~! (Table S1). N,O
emissions peaked at 476 wgN,Om 2h~!, with a minimum of
—19 ugN,0m~2h~". When data were mapped, 37% of the mean
negative CH, flux could be attributed to just 1% of the area. For N0,
48% of the mean flux was attributable to 1% of the area.
Interpretation of semivariograms is based on the “first rule of
geography” — that variables closer together are more similar than
those far apart. There are three important values in a semivario-
gram: the nugget, sill, and range. The nugget is the y-intercept of
the semivariogram, and represents the variability that cannot be
explained by the distance between variables. The sill is the
asymptote of the semivariogram and represents the maximum
observed variability in the data. Finally, the range is the distance

(b) N,O

0 50 100 200m
——

Fig. 3. Spatial variability of soil greenhouse gas fluxes at the end of May across the 16 ha site (Fig. 1). Derived maps of methane (a) and nitrous oxide (b) fluxes (g (CH, or N,O)

m2h1).
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where the semivariance no longer increases, or where the variables
are independent and no longer related. Our semivariance analysis
revealed that fluxes of both GHG had unique autocorrelations with
distance (Fig. 4). N,O had a nugget semivariance value of 48, a sill
of 54, and a range of 112 m. CH,4, on the other hand, had a nugget
value of 489, a sill of 880, and a range of 157 m. Both nugget values
suggest either significant spatial variation at distances smaller
than our sampling intervals (<5m), or measurement errors. A
larger sill value for CH, fluxes suggests greater variability
compared to N>O fluxes. The greater range for CH4 also suggests
a greater distance over which fluxes are autocorrelated, compared
to that of N,O. Nugget-to-sill ratios are generally regarded as
indicators of spatial dependence — the smaller the value the
greater the spatial dependency. For CH4 the nugget-to-sill ratio was
0.55, and for N,0 it was 0.89-indicating moderate and weak spatial
autocorrelation, respectively. The CH4 semivariogram also shows

5 Months of Temporal Data

some cyclicity, or oscillation in semivariance, suggesting hetero-
geneity in variance at greater distances (>150m).

Regression kriging of the gas flux measurements returned
mixed results. It was found that a QRF model using solely the
proximal sensing data was the most appropriate for both variables.
The covariate data effectively de-trended the data to the point that
there was no evident spatial structure in the QRF model residuals
based on nugget. Based on the validation data we estimated the
RMSE between measurements and predictions to be 26 and
6 wgm2h~! for CH, and N,O fluxes respectively. R? for both gas
flux variables was 24% and 7% respectively. These results indicate
that spatial prediction of CH, is more certain in comparison to N,O.

We compared the spatial variability in soil GHG fluxes to both
five months of temporal variation (Tables S1 and S2) and eight days
during which we measured the spatial variability. Even if we focus
on the inner square of 1 ha, there is enormous spatial variability of
both gases during the spatial campaign, compared to that temporal

8 Days of Temporal Data
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Fig. 5. Boxplots showing the spatial variability (n=432) of soil CH,4 (a, b) and N,O (b, d) fluxes in the 1 ha inner-square (Fig. 1) versus temporal variability of six autochambers
during two periods: five months (n=203-280) and eight days (n=18-28). The eight days were during when the spatial GHG measurements took place. Open circles indicate

the 5th and 95th percentiles, and means are the thicker bar.
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Table 2
Statistical metrics and spatial variation of soil proximal sensor data.

Proximal Sensor and Variables Descriptive Statistic

n Mean Standard Deviation CV (%) Min 25th Quartile Median 75th Quartile Max

Gamma Detector (cps)

Uranium 1030 6.6 0.5 7.3 4.8 6.2 6.6 6.6 8.5

Thorium 1030 9.0 0.6 6.5 6.9 8.7 9.0 9.6 12.0

Potassium 1030 354 2.8 7.9 26.2 341 35.2 35.6 45.9

Total 1030 288.1 153 53 238.0 2781 289.5 292.2 3332
Electromagnetic Sensor (mSm™!)

0-0.5m 1030 44 6 14.1 14 42 44 47 58

0-1m 1030 69 12 16.9 25 67 68 76 102

0-1.6m 1030 75 12 16.7 28 73 74 82 108

0-32m 1030 89 17 19.5 42 84 86 96 139

variability of six autochambers (Fig. 5). For CHy, the five-month the
temporal mean (+£SD) was —14 + 20 CH, m 2 h !, while the spatial
mean at the end of May was —31+42pug CHy; m2h~". The
temporal and spatial ranges for CH, were —125-54 and —327-237
pg CHy m—2h~1, respectively. The temporal mean (+SD) for N,O
was 1+14 wgN,0m2h~!, by contrast the spatial was 5420 ug
N,Om~2h~'. The temporal and spatial ranges for N,O were —
129-63 and —19—476 N;,Om 2 h~, respectively.

3.3. Proximal soil sensing
Proximal sensors (Table 1) provided data on variation of soil

properties at a fine spatial resolution. Gamma radiometric data
showed strong signals for potassium (Table 2); and higher counts

(a) Total
counts

from east to west (Fig. 6). The thorium readings were more
spatially fragmented. We recorded large counts at the south and
east and small counts in the centre of the study site. Uranium
counts were greatest at the south-eastern edge of the site. Thorium
counts are commonly related to clay content of soils, since
radioisotopes of thorium are preferentially scavenged by second-
ary clay minerals.

EM responses for the four soil depths showed a somewhat
similar spatial pattern — there was little change in the spatial
variation with depth (Fig. 7). There was a slight increase in
coefficient of variation (CV) with depth (38%, Table 2). This
becomes clearer at finer vertical resolution (see Fig. S5a). A general
increase in conductivity with depth is mostly associated with soil

(b) K

100

Fig. 6. Spatial variability of the radiometric data at the end of May across the 16 ha site (Fig. 1). The Gamma proximal sensor data is in counts per second (CPS) for the total

counts (a), potassium (b), thorium (c), and uranium (d).



M.D. McDaniel et al./Agriculture, Ecosystems and Environment 240 (2017) 182-193 189

(a) 0-0.5m

-140 .
-,

(b) 0-1m

200m

Fig. 7. Spatial variability of the conductivity data at the end of May across the 16 ha site (Fig. 1). The dual-EM conductivity data measured at 0-0.5 m (a), 0-1 m (b), 0-1.6 m (c),

and 0-3.2 m (d) depths. See Fig. S5 for graphs on individual scales.

moisture. Conductivity (and likely soil moisture) at all depths was
greatest in the south and west areas of the study site (Fig. 7).

Soil chemical analyses revealed greater spatial variability for
known dynamic variables (e.g. ammonium, nitrate, DOC, and DON;
Table 3). Some alkali earth metals (e.g. Ca, Mg), transition metals
(e.g. Co), and halogens (e.g. Cl) also showed considerable spatial
variability over the site. Soil C ranged from 0.9 to 2.2%, and N from
0.05 to 0.2%. Total concentrations of inorganic N ranged from < 1 to
> 163mgkg . DOC and DON had ranges of 56-235 and 8-
670 mg kg™, respectively.

Table 3
Spatial Pearson correlation coefficients (r) between nitrous oxide (N,O) and
methane (CH,) fluxes and proximal soil sensor data.

Correlate CH4 N,O
Greenhouse Gases (ugm™—2h™")
CH4 1.00 —0.03
N>O —0.03 1.00
Gamma Detector (cps)
Uranium 0.49 0.25
Thorium 0.52 0.28
Potassium -0.21 0.48
Total CPS 0.10 0.51
Electromagnetic Sensor (mSm™")
0-0.5m 0.74 —0.21
0-1m 0.63 -0.33
0-1.6m 0.62 -0.32
0-32m 0.42 —-0.43

3.4. Relationships between soil properties and greenhouse gas fluxes

Data from the two proximal sensors related differently to fluxes
of CH4 and N,O (Table 3). Both proximal sensors related more
strongly to CH,4 than to N,O. Conductivity between 0 and 0.5 m was
best related to CH, fluxes (r=0.74). CH4 was also best correlated
with Thorium counts from the gamma sensor (r=0.52). While CH,

04 r

o
N
T

PC2 (16.4%)
o
o

-0.4

-02 00

02 04
PC1 (33.1%)

Fig. 8. Principal component analysis of the soil chemical parameters (grey)
measured at the Campey site (n=66). Soil samples are from 0 to 10 cm depth. The x-
and y-axes are the principal components (PC), and explain a total of 49.5% of the
variation among the sampling locations. Also shown are correlations with CH, and
N,O fluxes (red, P values less than 0.033).
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and N,O were positively correlated with most of the gamma data,
CH,4 was negatively correlated with K (r=—0.21). N,O fluxes, on the
other hand, were negatively correlated with soil electrical
conductivity (Table3), but best correlated to K counts (r=0.48).

Chemical characteristics of soil samples also varied substan-
tially (Table S3), and some individually correlated well with CHy
and N,O (Table S4; Figs. S6 and S7). Using a multi-variate technique
(principal components analysis, PCA), 50% of the variability could
be resolved using two principal components (Fig. 8). Fluxes of both
GHGs were positively correlated with chemical variables (P values:
N,0 0.017, CH4 0.033) and each gas was orthogonal and associated
with a different PC. There were many expected correlations within
soil chemical properties — for instance inorganic N is correlated
with total N (and DOC with total C). CH,4 fluxes were better
represented with PC1 and correlated best with Zn, Al, and Fe
concentrations, and negatively with total C and DOC (Fig. 8). N,O
fluxes were best reflected in variables along PC2 — positively
associated with inorganic N, DON, and total N, but also P and
gamma-K, and negatively correlated with pH.

4. Discussion
4.1. On the spatiotemporal variability of soil CH; and N5O fluxes

Spatiotemporal variability, and our capacity to measure it, is a
major obstacle to prediction and mitigation of GHG emissions from
soils. Particularly strong spatiotemporal variability in fluxes of CHy
and N,0 make it exceedingly difficult to make recommendations to
reduce fluxes (Hénault et al., 2012; Paustian et al., 2016). The data
presented here are a first attempt to simultaneously measure both
the spatial and temporal variability of CH4 and N0 at a reasonable
scale (16 ha), within a field that has relatively homogeneous soils.
At our study site, there has been little variability in vegetation for
many decades, and the general landscape of the entire region is
very flat — most < 1.8% slope. Even 1 m deep soil cores from these
grey cracking clay soils show little horizon differences (Fig. S8).
Other studies have found strong variability in CH4 and N,O fluxes
associated with variation in topography (Bellingrath-Kimura et al.,
2014; Imer et al.,, 2013; Konda et al., 2010; Lark et al., 2004),
different vegetation communities (Sturtevant and Oechel, 2013;
Lai et al., 2014), or across ecosystem transitions (i.e. ecotones,
Hefting et al., 2006; Jacinthe et al., 2015). Such variation is not
surprising given the influence of these soil forming factors on soil
properties (Brubaker et al., 1993; Kieft et al., 1998) — especially on
soil biological parameters (Cambardella et al., 1994; Florinsky et al.,
2004; Wickings et al., 2016). In our case, however, the landscape
has little relief and major soil forming factors such as climate, time,
and plant species were more or less uniform across the site. Clearly,
other subtler influences are at play.

The spatial CV was just 8% less than the temporal CV
(~5months) for CH4, while for N,O the same comparison was
68% (Fig. 3 and Tables S1 & S2). Coefficients of variation are less
informative when values range from positive to negative (as in our
GHG fluxes), and especially if mean values approach zero (Webster,
2001). For our data it is perhaps more helpful to consider
comparisons of raw standard deviations (SD). In our case the
spatial SD was 112% and 39% greater than temporal SD for CHy
(Table S1) and N,O (Table S2), respectively. Semivariance analysis
of the two gases showed high nugget values (Fig. 4), indicating that
a significant amount of variability in CH,4 and N0 is likely found at
even smaller distances than we measured here (i.e. <5m).

A key issue in determining landscape-scale fluxes are the
contributions of different parts of the landscape to the overall flux.
“Hot spots” (Cowan et al., 2015; Groffman et al., 2009; McClain
et al., 2003) for emissions have long been noted and contribute to
the general lack of uniformity of fluxes. For example, a survey of

N,O fluxes from a pasture showed that an area of 1.1% contributed
>55% of the N,O fluxes from 7 ha of pasture (Cowan et al., 2015). In
our study we found hot spots for both greenhouse gas emissions.
For example, only 5% of our study area had positive CH,4 fluxes, and
the mean flux of this area was 44 g CHs m~2h~L For N,0, 24% of
positive emissions came from just 1% of the area.

It is also worth noting that our spatial variability measurements
were collected over a short period with low overall CH4 and N,O
fluxes (Fig. 2 and S2). Some studies have shown that periods of
greater fluxes show more spatial variability (Bellingrath-Kimura
et al,, 2014; Konda et al., 2010). It is possible that large rainfall
events or high summer temperatures (e.g. end of February in our
study, Fig. 2) could further increase the spatial variability at our
study site. High-frequency flux measurements, as described here,
can now be used to test the hypothesis that “hot moments drive
hot spots.” The frequent use of eddy flux and eddy gradient
methods to measure soil GHG emissions from the fields has
worked well for capturing temporal variability (Wang et al., 2013;
Peltola et al., 2015), but our work clearly shows we may be missing
large within-field variability that is crucial for management
decisions since management also occur at this scale.

If we used the 8-day, six-autochamber mean during our spatial
measurement period (Figs. S2), we would underestimate fluxes in
our inner square (1 ha) by 59 and 197%, for CH, oxidation and N,O
efflux respectively (Fig. 5). There are two important methodologi-
cal issues to consider. First, the small chamber size, and
disturbance from inserting the chamber, may have led to
overestimation of our flux measurements (Hutchinson and
Livingston, 2002). Second, our spatial measurements also occurred
through time (over 8 days in May), thus spatial variability was not
completely isolated from temporal dynamics. These were trade-
offs we were willing to accept due to the logistical difficulty of
doing a spatial GHG flux study at this scale with pre-inserted gas
flux collars. However, our data do not support an overwhelming
disturbance effect, nor a strong temporal interference, from our
spatial gas flux method. Out of our 432 spatial measurements in
the inner 1ha square (Fig. 1), a large number of measurements
were less than the temporal N,O mean (41%), or the CH,4 oxidation
mean (27%), over the 8days from the fixed-collar autochambers
(Fig. 5). Because nearly over a third of both of our GHG flux
measurements were less than the mean from these collared
chambers, it is more likely that the difference in fluxes between the
spatial and temporal measurements were the result of spatial
variability, rather than consistent overestimation from chamber
disturbance. Finally, even though the spatial measurements took
place over time we showed very little temporal variability in the
autochambers during this measurement period (Figs. S2 & S4).
Other researchers have measured spatial variability of soil GHGs
within a range of 1-17 days (Velthof et al., 1996; Konda et al., 2010;
Giltrap etal., 2014; Cowan et al., 2015) and found diurnal variability
to be small with respect to spatial variability. It is evident that in
this agricultural field, during a low GHG flux period (i.e. winter),
there was enormous spatial variability not represented by our
autochambers.

Adequate sampling frequency, in both time and space, is a major
logistic hurdle for GHG studies. Velthof et al. (1996) attempted to
define an adequate sampling density and found that 375-1240
samples were needed to reduce variability such that the sample
mean was within 10% of the true mean. Such sampling frequencies
have seldom been attempted. Some studies have suggested that
fluxes can be reliably estimated by a modest number of larger
chambers (Weitz et al., 1999). Weitz et al. (1999) found that spatial
variability of N,O fluxes within a plot 1/10 the size of our study area
(0.16 ha) were adequately estimated by 8 chambers (total
measurement area of 0.46m?). In our study site of 16ha, the
number of samples (e.g. 0.023 m? chambers) required to reduce
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sample variance such that sample means were within 10% of ‘true’
means was 1910 for CH4 and 8248 for N,O. In many, if not all
situations, methodical analysis of spatial variability is an essential
pre-condition for scaling of soil GHG fluxes from manual or even
automated chambers to large fields, or beyond to regional or even
national scales.

4.2. Relationships between soil properties and greenhouse gas fluxes

Inconsistent relationships of both CH; and N>O to soil
temperature and moisture indicate a complex interplay among
responsible microbial populations, their substrates used for
producing (or consuming) GHGs, and other soil factors. Because
most studies of the fluxes of these two GHGs focus on variability
over time, influences of temperature and moisture can obscure
more nuanced and subtle influences of soil properties. We
explored how spatial variation in soil physical and chemical
properties might explain the spatial variability of soil CH4 and N,O
fluxes, within relatively constant conditions of soil temperature
and moisture.

CH4 fluxes are known to have a strong spatial dependence
relative to those of N,O (Bellingrath-Kimura et al., 2014; Konda
et al., 2010; van den Pol-van Dasselaar et al., 1998), as confirmed
here (Fig. 4). We found strong relationships between CH, and
proximal soil sensors (Table 3). A measure of soil electrical
conductivity (as influenced by soil moisture) provided the best
predictive ability for CH,4 (Figs. 3, 7, and S5). Other studies have
shown that while high fluxes of CH4 uptake are generally related to
periods of low soil moisture content (Boeckx and Van Cleemput,
1996; Born et al., 1990; Hiltbrunner et al., 2012; Keller and Reiners,
1994), moisture alone is often only weakly predictive of CH, fluxes
(Tang et al., 2006; Konda et al., 2010; Sullivan et al., 2010). While
our proximal sensing data did not provide a strong basis for
predicting N,O fluxes, the total gamma counts (Table 3) suggested
that soil texture, pH, and/or mineralogy play roles in spatial
variability.

A suite of soil chemical characteristics explained nearly 50% of
spatial variation in both GHG fluxes. Not surprisingly, N,O fluxes
were best related to forms of nitrogen (total, inorganic, and
dissolved organic forms; Fig. 8), but also to DOC. Previous research
has linked N,O fluxes to available reactive N (Butterbach-Bahl
et al.,, 2013; Shcherbak et al., 2014; Weier et al., 1993) and DOC
(Bayer et al., 2015; Morley and Baggs, 2010). Less understood are
roles of other nutrients, like phosphorus, in limiting N,O
production (Baral et al., 2014; Mori et al., 2010); as also shown
here (Fig. 8). We can speculate, based on abundance as measured
by XRF and by the gamma detector in our proximal sensors, that K
availability might also influence N,O emissions (see Figs. 3 and 6).

CH,4 fluxes were negatively related to both total C and DOC. Some
recent studies suggest that soil CH, uptake may be linked to very
labile forms of C (Pratscher et al., 2011; Sullivan et al., 2013), but we
lack a mechanistic link to methanotrophic activity. Notionally,
greater concentrations of DOC and total C are reflected in greater
microbial biomass and general microbial activity. CH, fluxes were
positively correlated to the abundances of several metals including
Fe, Al, and Zn (Fig. 8). Cu and Zn are cofactors for the particulate
methane monooxygenase enzyme used by methanotrophs to
oxidize CH4 (Lieberman and Rosenzweig, 2005). Zn varied more in
our soils than Cu, and showed a stronger positive relationship with
CH,4 uptake indicating its availability might play a role.

5. Conclusions
Spatial variability is a pernicious problem in soil GHG research.

Many studies are limited to as few as three (but typically no more
than five) small chambers and then assume that this sampling

density is adequate to represent areas of hundreds, or even
thousands of hectares. Our research and that of others shows this
assumption to be poorly based (Cowan et al., 2015; Imer et al., 2013;
Kravchenko and Robertson, 2015). Measuring and understanding the
causes of spatial variability in soil GHG fluxes is central to improving
the robustness of flux estimates for all ecosystems in general, but
specifically for agroecosystems. Our second objective was to test if
proximal sensors could be used to improve our ability to cope with
spatial variability. The answer is a conditional yes. With further
development, proximal sensors combined with modelling may help
resolve issues around spatial variability. Likely improvements in
sensor technology will quickly improve our ability to quantify spatial
variability in factors (e.g. reactive N) known to be limiting to or
supportive of the microbial activity responsible for fluxes of CH4 and
N,0. At the veryleast, proximal sensors can help quickly identify how
best to deploy GHG flux sampling and predict locations of “hotspots”
of emissions. Targeting these ‘troublesome’ areas with management
interventions (i.e. precision agriculture) designed to reduce emis-
sions will be part of overall emission reduction strategies (Paustian
et al., 2016). This is especially important for countries like Australia,
where the agriculture sector is a large portion (23%) of the total
national GHG emissions (Hatfield-Dodds et al., 2007; Maraseni and
Cockfield, 2011).
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