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ABSTRACT

Soil legacy data is ubiquitous and usually contains routine soil analysis information. In Iran, like most places,
legacy soil data constitutes genetic horizon soil information recorded from excavated soil profiles. Describing
and sampling from each genetic horizon is assumed to be heterogeneous from site to site. Digital soil mapping
(DSM) using observed data is valuable because it provides a means to exploit the available information together
with leveraging commonly available information by way of environmental covariates. It creates a much more
detailed view of soil at the landscape scale. The purpose of this paper is to model and map the spatial distribution
of nitrogen, phosphorous and boron at four standardized depths: 0-15, 15-30, 30-60, 60-100 cm, in an area of
7300 ha in the north west of Iran, and compare different model types. To circumvent the issue of heterogeneous
soil depth observations from site to site, mass-preserving soil depth function splines were used to harmonise the
soil profile observed data to the aforementioned standard depths. This facilitated the spatial modelling of each of
the target variables for each standard depth with the aim of creating digital soil maps. Twenty-three covariates
were extracted from a publically available digital elevation model (DEM) as well as freely available Landsat 8
ETM* imagery. The DEM-derivative covariates used in this study were divided into three main categories: i)
Morphometry; ii) hydrology; and iii) lighting visibility. Both Random Forest and Cubist were assessed as can-
didate models for predicting each target variable. The results showed that Cubist was the most accurate method.
Terrain attributes play an important role in estimating N, P, and B, while optical images do not have significant
role. The most important findings of this paper in terms of environmental hazards are that the inundated regions
in the west part of the study area are susceptible to boron contamination, providing future guidance for re-
mediation.

1. Introduction

(McBratney et al., 2003). The State-of-the-Art of DSM is well under-
stood in Iran. However, it has been focused only on a relatively small

Soil nitrogen (N) and phosphorus (P) are important macronutrients
which can limit or co-limit plant growth (Li et al., 2016). Soil boron (B)
is also important to plant development as a micronutrient (Tariq and
Mott, 2007). Boron has also been linked to various toxicological issues
too as shown in the work of Assadpour et al. (2017) in north-western
Iran. Understanding the spatial variation of these nutrients will result in
better management plans and assessment of potential environmental
hazards.

Following the earlier work on soil forming factors (Jenny, 1941),
digital soil mapping (DSM) is invaluable to understanding the spatial
variation of soil properties as it provides an empirical framework for
soil type or attribute mapping based on spatial data related and pseudo-
related to the soil forming factors using numerical functions or models

number of readily measured soil properties such as soil organic carbon
and clay contents (Taghizadeh-Mehrjardi et al., 2016). As management
parameters with strong spatial dependence (patchy distribution) will be
more readily managed and an accurate site-specific fertilization
schemes for precision farming more easily developed (Lopez-Granados
et al., 2002), there is a requirement of thematic digital maps related to
some macro- and micronutrients e.g. N, P. and B.

Digital soil mapping employs mathematical and statistical models
which combine information from soil observations with information
contained in environmental variables and remote sensing images to
produce predictions of properties over a large scale at a defined re-
solution (Dobos et al., 2006). Numerous prediction methods have been
utilized to find linear and non-linear relationships between soil organic
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carbon and ancillary data such as from a digital elevation model (DEM)
and Landsat imagery (Hengl et al., 2015; Minasny et al., 2013; Malone
et al., 2009; Mora-Vallejo et al., 2008).

Recent developments in DSM have highlighted the utility of
methods to map the vertical and lateral variability of soils (Malone
et al., 2017; Taghizadeh-Mehrjardi et al., 2016). The methodology is
loosely termed pseudo 3-dimensional soil mapping. The digital soil
information that is achieved from this 3-D soil mapping provides an
ability like never before to properly represent soil within all environ-
mental modelling and management endeavours. Whatever the termi-
nology, despite some successes in DSM (Pahlavan-Rad et al., 2014;
Taghizadeh-Mehrjardi et al., 2014) — albeit in relatively small mapping
extents - the application of 3-D DSM methods has not sufficiently been
examined in detail within Iran. As described in Malone et al. (2017),
there are several methodologies that are potentially at hand. One
method is to combine soil depth functions with spatial modelling of
continuous soil attributes as exemplified in Malone et al. (2009). This is
a two-step procedure and first involving the fitting of splines, followed
by spatial modelling of the target variable for each standardized depth.
More recently, one-step approaches such as that in Orton et al. (2016)
and Poggio and Gimona (2014) have been proposed. While the one-step
approaches are more mathematically concise and appealing to some for
that matter, the two-step approach developed by Malone et al. (2009)
has endured because of its flexible nature. For example, the values re-
trieved from a fitted spline to soil data at given standard depth are both
soil attribute information and parameters of the spline. The spline fitted
data at given depths represent just a different reality of the observed
data, and can also be used to retrieve those actual observations when
the predicted values are used as inputs in the spline model. Further-
more, the two-step approach does not limit the soil modeller to using
linear-based spatial models, meaning that the whole gamut of data
mining and machine learning approaches can be considered (Malone
et al., 2018).

This research aims to investigate the spatial variation of N, P and B
in a study area with north-western Iran using the combination of spline
depth functions coupled with different data mining techniques for a
comparative analysis. These models include the Random Forest and
Cubist data mining algorithms. The created maps may help us to assess
the occurred environmental hazard across the study area.

2. Material and methods
2.1. Study area

This study was focussed upon 7300ha extent of land in East
Azerbaijan Province, Iran (Fig. 1). There are about 20 villages as well as
a permanent river namely the Ahar chay within the study area.

The study area is represented by different kinds of land uses (e.g.
cereal crops and apple orchards) as well as different lithology (e.g.
limestone, old alluvium and volcanic-sedimentary) (Anonymous,
2012). It lies between the latitudes of 38° 24’ 04” and 38° 28’ 33” North
and the longitudes of 47° 00’ 00” and 47° 07’ 43” East. The climate is
semiarid. Annual rainfall and temperatures on average are 295 mm and
11 °C, respectively. Average annual maximum and minimum tempera-
tures are 16.3 °C and 5.3 °C which was reported for July and February,
respectively. The humidity index is 0.45. The humidity index was cal-
culated with CDBm™, a software package within MicroLEIS DSS
(Shahbazi and Jafarzadeh, 2010). The elevation varies from 1281 to
1683 m a.s.l. The main physiographical units in the study area are de-
scribed as flat, alluvial plains, hillsides and mountains (Shahbazi et al.,
2014).

2.2. Environmental covariates

Due to variation of elevation and parent material and even land
uses, spatial distribution of N, P and B is likely to be estimated as some
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function of given environmental and land cover data. For this purpose,
a DEM and Landsat imagery spectral data were used in this study.

All covariates used in this study were aligned to the same grid cell
resolution and extent. Here, a 30 m grid was used and alignment of
grids was performed using cubic spline resampling where needed. The
coordinate reference system used in this study was WGS1984 UTM
Zone 38.

2.2.1. DEM derived covariates

Derivatives of the DEM (described below) were estimated using
various functions made available in both ArcGIS (ESRI, 2011) and
SAGA GIS (Conrad et al., 2015). The flowchart of the procedures is
presented in (Fig. 2).

Terrain analysis is an integral component of DSM (McKenzie et al.,
2000). Using the available DEM, we generated a number of derivatives
to which were classified under three broad categories. 1) Morphometry:
with derivative including slope, aspect, and curvature (plan and pro-
file). 2) Hydrology: which include the derivatives catchment area, multi
resolution indices of valley bottom flatness (MrVBF) and ridge top
flatness (MrRTF). 3) Lighting visibility: potential incoming solar ra-
diation. DEM derivatives were classified. Slope, aspect and curvature
are local morphometric terrain parameters. Plan and profile curvature
are also horizontal and vertical components of curvature (Tarboton,
1997). Modified catchment area describes width and specific catchment
area (Hengl and Reuter, 2008). Multi resolution indices of valley
bottom flatness (MrVBF) and ridge top flatness (MrRTF) are two mor-
phometric parameters that as the names suggest can identify areas of
flatness at different scales in valley bottoms and ridge areas respectively
(Gallant and Dowling, 2003). Specifically, MrVBF is a topographic
index designed to identify areas of deposited material at a range of
scales based on the observations that valley bottoms are low and flat
relative to their surroundings and that large valley bottoms are flatter
than smaller ones. Zero values indicate erosional terrain with values 1
and larger indicating progressively larger areas of deposition. With
slight modification to the MrVBF algorithm, the same analysis can be
performed for ridge top areas to estimate MrRTF. Potential incoming
solar radiation is a topoclimatic variable that is used as a parameter for
evaluating the positional aspect effect in a landscape. Derived from the
DEM, this parameter is evaluated over a temporal range of dates, taking
into account sun position, location and sunrise and sunset times (Wilson
and Gallant, 2000).

2.2.2. Covariates derived by Landsat 8 ETM*

Landsat 8 ETM " imagery acquired on July 10, 2013 was selected for
further analysis in this project. This scene was selected due to minimal
cloud coverage and maximum soil surface exposure. A brief description
of auxiliary data derived by Landsat 8 imagery is summarized in
Table 1.

Landsat 8 spectral bands 2 to 7 were selected as six individual bands
with a collective wavelength range between 0.452 and 2.294 ym (blue,
green, red, near infrared, shortwave infrared one and two). Clay index
(Breunig et al., 2008) and Salinity Ratio (Taylor et al., 1996) were
calculated to represent parent material and soil factors across the study
area. Normalized difference vegetation index (NDVI) was also calcu-
lated. NDVI ranges between —1.0 and 1.0, and mostly represents the
saturation of green for higher values and corresponds to actively
growing vegetation. Any negative values are mainly generated from
clouds, water and snow, while values near zero are mainly generated
from rock and bare soil. RVI (ratio vegetation index), and MSAVI2
(modified soil adjusted vegetation index) were also calculated to re-
present the vegetation and soil situation at the study area (Qi et al.,
1994; Major et al., 1990). The index of MSAVI2 minimises the effect of
bare soil on the SAVI. Fig. 3 represents some calculated auxiliary rasters
for the study area.
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Fig. 2. Simplified

algorithm of research processes.

% Routine analysis was not used in this work (i.e. texture, bulk density, acidity, electrical conductivity, organic carbon, carbonate calcium equivalent, cation
exchange capacity, sodium absorption ratio, and exchangeable sodium percent); ASP: aspect; ELE: elevation; SLO: slope; CUR: curvature; P1_C: plan curvature;
Pr_Curvature: profile curvature; MCA: modified catchment area; TWI: topographic wetness index; MrRTF: multiresolution index of the ridge top flatness; MrVBF:
multiresolution index of valley bottom flatness; DIFIL: diffuse insolation; DIRI: direct insolation; Individual bands (LSB2: Landsat band 2; LSB3: Landsat band 3; LSB4:
Landsat band 4; LSB5: Landsat band 5; LSB6: Landsat band 6; LSB7: Landsat band 7); CI: clay index; SR: salinity ration; RVI: ratio vegetation index; MSAVI2: modified
soil adjusted vegetation index; NDVI: normalized difference vegetation index.
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Table 1
Summary of applied auxiliary data variables considered in this study.
Auxiliary Description Definition
data
Individual Blue, green, B2-B7
bands red, NIR,
SWIRI,
SWIR2
Vegetation NDVI (NIR - red) / (NIR + Red)
and soil RVI (SWIR1) / (NIR)
indices  MSAVI2 (2*NIR + 1-{/(2+NIR + 1)? — 8+(NIR — Red)) *0.5
Geology CI (SWIR1/SWIR2)
indices SR (Red - NIR) / (Red + NIR)

NIR: near infrared; SWIR1: shortwave infrared 1; SWIR2: shortwave infrared 2;
NDVI: normalized difference vegetation index; RVI: ratio vegetation index;
MSAVI2: modified soil-adjusted vegetation index; CI: clay index; SR: salinity
ratio.

2.3. Soil data base

2.3.1. Sampling and analysis

An efficient sampling method is needed to cover the whole range of
the aforementioned environmental variables. To achieve samples that
capture the variability of each auxiliary variable, Latin hypercube
sampling method (LHS) conditioned by these environmental data offers
a useful solution (Minasny and McBratney, 2006). Accordingly, forty-
four soil profiles were excavated across the study area (Table 2), fol-
lowing a conditioned Latin hypercube sample of the available covariate
data. Site access and budget constraints limited the number of samples.
The soil profiles were described and classified based on their genetic
horizons. In total, 180 horizons were observed, and samples were col-
lected from each of the horizon for laboratory analysis. The dominant
soils in the study area are Inceptisols (Soil Survey Staff, 2014). Typic
Calcixerepts were the main sub-group. The shallowest soil profile was
about 50 cm, while the deepest was > 190 cm. Although a compre-
hensive suite of analyses (physical and chemical) were conducted on
the collected, not all were used in this research. In this study, we only
considered soil N, P (associated with fertility) and B (correlated with EC
and SAR and represents the toxicity). Total soil N (Bremner and
Mulvaney, 1982), P (Olsen and Sommers, 1982), and B (Bingham,
1982) were analyzed using the Kjeldahl, Olsen and Carmine methods
respectively.

2.3.2. Fitting soil mass-preserving splines with R

The biggest limitation to advancing DSM in both the vertical and
lateral dimensions is the disparity in observation depths from one
profile to the next within the soil data. A relatively straightforward
approach is first to harmonise the soil profile information by fitting a
depth function to each profile, then integrating the depth function to
output information at a set of standardized depths for all profiles. This
is followed by spatial modelling individually for each standard depth. In
this study, all collected soil profile data were harmonised using mass
preserving spline depth functions (Bishop et al., 1999) at four standard
depths (H1: 0-15, H2: 15-30, H3: 30-60, and H4: 60-100 cm). Speci-
fically, we followed the R coded routine for fitting mass preserving
splines as demonstrated in Malone et al. (2017).

With the splines fitted to the observed soil data and integrated to
outputs set at the prescribed depth intervals, our next step was to de-
velop the spatial models. This involved the spatial intersection of the
soil data with a stacked library of environmental covariates. This step
requires two data sets:

e Spatial point vectors of data representing N, P, and B observations
for each of the standard depth intervals at each sample sit location.
o A stack of rasters all at the same extent and resolution. In this study
these consisted of the 23 environmental covariates that were
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compiled and described in Section 2.2.2.

The method of intersection of the point observations and the cov-
ariates was the nearest neighbour sampling, following the R coded
routine in Malone et al. (2017) using the auxiliary R packages: “raster”
(Hijmans, 2016), “sp” (Bivand et al., 2013) and “rgdal” (Bivand et al.,
2016).

2.4. Data mining techniques

This study compares the applicability of Cubist and Random Forest
models in the study area for each target variable. The two models are
described in greater detail below.

2.4.1. Random Forest

Tree-based methods are atypical statistical models — they do not
utilise distributions, likelihoods or design matrices; metrics typically
associated with modelling. Regression Trees are tree-based models that
have been widely used in DSM (Taghizadeh-Mehrjardi et al., 2016;
Ivezi¢ et al., 2012; Giasson et al., 2011; Rudiyanto et al., 2018).
Random Forest may also be used for both regression and classification
purposes (Dharumarajan et al., 2017). Random Forest operates via a
resampling approach or boosting, where for regression, the prediction is
the average of the individual tree outputs, whereas in classification, the
trees vote by majority on the correct classification mode (Grimm et al.,
2008). Fitting a Random Forest model usually requires the user to select
arbitrary values or optimise a number of tuning parameters. The main
parameters that can be adjusted include the number of trees to build
“ntree”, and the number of variables (covariates) that are randomly
sampled as candidates at each decision tree split “mtry”. In this study,
these two parameters were optimised by iterating “mtry” values from 1
to the total number of covariates (23) and “ntree” values from 100 to
10,000 in increments of 100 (Hengl et al., 2015). Our objective for the
iteration procedure was the maximisation of prediction accuracy based
on the out-of-bag data from each Random Forest model. Due to our
small data set, we used all the available data in order to optimise the
ntree and mtry variables. To facilitate Random Forest model fitting in R,
we used the Random Forest R package (Liaw and Wiener, 2002).

2.4.2. Cubist model

The Cubist model has seen much usage in soil science studies (Ma
et al.,, 2017; Rudiyanto et al., 2018). It has an ability to “mine” non-
linear relationships in data but does not have the issues of finite pre-
dictions that occur for regression trees. The Cubist model first partitions
the data into internal subsets in which their characteristics are similar
with respect to the target variable and the covariates. In this way the
Cubist model is similar to a regression tree model, except that at the
terminal nodes, a multivariate linear model is fitted based on covariate
that were significant for the given data partition. The Cubist algorithm
of Quinlan (1992), has three parameters that can potentially be opti-
mised. These include: the maximum number of rules or partitions in the
data that can be explored; the number of committee of boosted itera-
tions of the algorithm (similar to the ntree parameter in the Random
Forest model), and the extent of allowable extrapolation. Some self-
governance in the model fitting internalised within the function ensures
the partitions in the data are not made to the specifications of the user,
if those specifications are not warranted, for example, the creation of
unnecessary number of rule sets. From experience, this feature helps to
avoid overfitting, which is often difficult to control when comparing to
the Random Forest model. To facilitate Cubist model fitting in R we
used the Cubist R package (Kuhn et al., 2016).

2.5. Model goodness of fit

Some of the common goodness of fit diagnostics includes the root
mean square error (RMSE), bias, coefficient of determination (R?
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Fig. 3. Created some environmental auxiliary variables using DEM- and Landsat spectral-data across the study area.
TWI: Topographic wetness index (A); MrVBF: Multi-resolution valley bottom flatness index (B); DIFI: Diffusion insolation index (C); NDVI: Normalized difference

vegetation index (D).

value, and concordance correlation coefficient (CCC). The RMSE is
popular Eq. (1) and bias is also called the mean error of prediction Eq.
(2). The R? is a measure of goodness of fit between the observations and
their corresponding predictions and measures the precision of the re-
lationships Eq. (3). CCC, or more formally—Lin's concordance corre-
lation coefficient, on the other hand is a single statistic that both
evaluate the accuracy and precision of the relationship. It is often re-
ferred to as the goodness of fit along a 45° line Eq. (4).

i, (obs; — pred))?
n

RMSE =?
5 )

75

Z:;l (obs; — pred;)
n

bias =

@

Y, (obs; — obs)(pred; — pred)

r= _ -
2\/2?:1 (obs; — obs)? 2\/ Yo, (pred; — pred)?

3)

where, obs is the observed soil property, pred is the predicted soil
property from a given model, and n is the number of observations. obs

and obs are absolute value of observed and predicted soil properties
respectively.
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Table 2
Summary of the data of the described soil profiles across the study area.

Catena 173 (2019) 71-82

Soil profile Longitude Latitude Depth Number of horizons Soil sub-group
(east) (north) (cm)
1 47° 00" 20”7 38° 28" 22”7 75 2 Typic Xerorthents
2 47° 01’ 54” 38° 28" 05” 69 2 Typic Xerorthents
3 47° 03’ 07” 38° 28" 15" 50 2 Typic Xerorthents
4 47° 04’ 32”7 38° 27" 46” 55 2 Typic Xerorthents
5 47° 05’ 51”7 38° 27" 46" 199 5 Typic Calcixerepts
6 47° 07’ 17" 38° 27 07” 150 5 Vitrandic Calcixerepts
7 47° 01’ 01”7 38° 29" 49”7 190 5 Vertic Haploxeralfs
8 47° 02’ 29”7 38° 27’ 44”7 185 5 Vertic Haploxeralfs
9 47° 03’ 44” 38° 27’ 46” 190 6 Vertic Haploxeralfs
10 47° 05’ 20” 38° 27’ 50” 135 4 Aquic Haploxerepts
11 47° 06" 35” 38° 277 35" 125 3 Vertic Haploxerepts
12 47° 00’ 25” 38° 27 05” 120 4 Typic Calcixerepts
13 47° 01’ 45" 38° 277 11” 89 3 Typic Haploxerepts
14 47° 03’ 08” 38° 27117 145 4 Typic Calcixerepts
15 47° 04’ 307 38°27/ 12" 85 3 Typic Calcixerepts
16 47° 05’ 54” 38° 27 13" 170 5 Typic Calcixerepts
17 47° 07 19”7 38° 27’ 06” 119 5 Fluventic Haploxerepts
18 47° 00" 57” 38° 26" 55” 135 4 Typic Haploxerepts
19 47° 02’ 21”7 38° 26" 36” 180 3 Typic Calcixerepts
20 47° 03’ 52” 38° 26" 57” 190 5 Typic Calcixerepts
21 47° 05’ 21”7 38° 26" 40” 150 4 Vertic Calcixerepts
22 47° 06’ 32" 38° 26’ 38” 130 4 Vertic Calcixerepts
23 47° 00’ 18” 38° 26’ 06” 155 6 Typic Calcixerepts
24 47° 01’ 41”7 38° 25’ 59”7 148 5 Typic Calcixerepts
25 47° 03’ 09” 38° 26" 02” 180 3 Typic Calcixerepts
26 47° 04’ 26” 38° 26" 07” 99 4 Typic Haploxerepts
27 47° 05" 49”7 38° 26" 09” 150 4 Calcic Haploxerepts
28 47° 05" 12~ 38° 26" 10” 145 4 Calcic Haploxerepts
29 47° 00’ 39” 38° 25" 33”7 160 5 Typic Haploxerepts
30 47° 0219”7 38° 257 27”7 140 3 Typic Calcixerepts
31 47° 03" 46” 38° 25" 37”7 148 4 Vertic Haploxerepts
32 47° 05’ 08” 38° 25" 36” 160 4 Calcic Haploxerepts
33 47° 05’ 30” 38° 25’ 37”7 160 4 Typic Calcixerepts
34 47° 00" 19”7 38° 24’ 59”7 190 5 Typic Calcixerepts
35 47° 01’ 37”7 38° 24’ 47”7 170 5 Calcic Haploxerepts
36 47° 02’ 59” 38° 25’ 05” 180 5 Typic Calcixerepts
37 47° 04’ 28” 38° 25’ 03” 140 5 Typic Calcixerepts
38 47° 05’ 30” 38° 24’ 55” 135 4 Typic Calcixerepts
39 47° 06’ 57” 38° 24’ 55”7 140 4 Typic Calcixerepts
40 47° 00’ 58” 38° 24’ 31”7 160 4 Typic Calcixerepts
41 47° 02’ 04” 38° 24’ 26” 170 5 Calcic Haploxerepts
42 47° 03’ 50”7 38° 24’ 25”7 100 4 Calcic Haploxerepts
43 47° 05 13" 38° 24’ 27”7 120 4 Typic Calcixerepts
44 47° 06’ 35" 38° 24’ 28”7 100 4 Typic Calcixerepts
o, = 200pred Tobs bag data from the Random Forest model. For each iteration, out-of-bag
C

2 2 2
Upred + Gops + (l'lpred - ”obs)

4

where, {i,r.q and 1,5, are the means of the predicted and observed values
respectively. 04> and o,s° are the corresponding variances. p, is the
correlation coefficient between the predictions and observations. These
criteria were used to select the optimal fitted model to achieve digital
lateral and vertical maps in four depths and entire of the study area.

2.6. Quantifying uncertainty analysis

Bootstrapping was used in this paper as it is a popular non-para-
metric approach for quantifying prediction uncertainties (Efron and
Tibshirani, 1993). It is commonly used in digital soil mapping (Malone
et al., 2018). Viscarra Rossel et al. (2015) performed bootstrapping for
quantification of uncertainties across the very large mapping extent of
the Australian continent at 100 m resolution. We found in this study
too, that bootstrapping is amenable for smaller data sets as well. The
bootstrap routine works for first selecting the number of iterations or
bags to fit a model. In this study we selected arbitrarily 250 iterations.
For each iteration 100% of the sample data size is selected at random
with replacement. This procedure always leaves a small proportion of
the data out of the model fitting procedure which is akin to the out-of-
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goodness of fit diagnostics measures (as described above) were eval-
uated. In order to map each target variable and for each depth, each
bootstrap model was applied to the stack of covariates, to create a map.
This procedure was performed separately for N, P, and B for the four
depths, using the best selected modelling type.

2.6.1. Creation of maps with associated uncertainty estimates

After selecting the appropriate model to estimate the variability of
N, P, and B, the main priority of this paper was to create thematic maps
of the three target variables using some environmental covariates in
selected depths over entire the study area with a distinct coordinate
reference system. Using the outputs from the bootstrap modelling, the
mean of the predictions from each bootstrap sample was derived. The
variance of the predictions was then estimated from the bootstrap
prediction maps using Eq. (5) in R environment.

n
Var(X) = 1 Z xi — p)?
1-n#& ()
where, the symbol p is the mean bootstrap prediction, and x; is the ith
bootstrap map. From the estimate of the variance we were then able to
derive the upper prediction limit, lower prediction limit, and prediction
limit range of each map. The procedure for advancing this workflow is
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Table 3

Statistical summary of soil N, P, and B content at four standardized depths.
Layer (cm) Min Max Average Std. Dev. CV Q25 Q50 Q75"
N (H1) 0.001 0.23 0.09 0.06 60.35 0.06 0.08 0.12
N (H2) 0.007 0.17 0.07 0.03 48.81 0.04 0.07 0.09
N (H3) 0.001 0.14 0.05 0.03 65.36  0.02 0.05 0.07
N (H4) 0.001 0.09 0.04 0.03 67.99 0.02 0.04 0.06
P (H1) 0.001 49.85 10.13 11.31 111 3.92 6.61 11.16
P (H2) 0.49 35.21 6.43 7.17 112 271 399 631
P (H3) 0.52 30.31 3.32 5.38 162 1.09 1.89 331
P (H4) 0.11 29.21 249 4.42 177 0.76 1.39 2.68
B (H1) 0.002 3.03 0.81 0.67 83.33 0.27 0.70 1.12
B (H2) 0.04 271 0.76 0.58 75.41 031 0.65 1.03
B (H3) 0.001 2.89 0.82 0.67 81.85 0.44 0.63 1.04
B (H4) 0.008 3.61 0.83 0.74 89.71 0.36 0.71 1.05

H1: standardized depth 0-15 cm; H2: standardized depth 15-30 cm; H3: stan-
dardized depth 30-60 cm; H4: standardized depth 60-100 cm; N: soil nitrogen
(g/100 g); P: soil phosphorous (mg/kg); B: Soil boron (mg/kg); Min: minimum;
Max: maximum,; Std. Dev: standard deviation; CV: coefficient of variation; Q25,
Q50, and Q75 refers to the 25% quartile, median, and 75% quartile.

described in (Malone et al., 2017).

3. Results and discussion
3.1. Descriptive statistics of observed soil data

Descriptive statistics of N, P, and B are summarized in Table 3. The
observations revealed that the mean and median are not equivalent,
indicating the distribution these data deviates from normality. Subse-
quently, the data were normalized by square root transformation. The
transformation was performed after the fitting of the mass preserving
depth splines. According to the analysis, the average N and P levels
ranged from 0.04 to 0.09 g/100 g and 2.49 to 11.31 mg/kg, respectively
while B returned similar values from the top to bottom (0.76 to
0.83 mg/kg) in the study area. Nitrogen and phosphorous exhibited a
decreasing trend with depth as expected but for B this trend was not
present. The coefficient of variation in terms of P was high for the four
standard depths. Although this coefficient was improved by about 55%
through square root transformation, normalized P appeared to have the
highest variability across the study area (CV equal to 60%) in the
60-100 cm depth. Overall, all target soil properties could be categor-
ized as having moderate variability, a CV of 10% indicates a low
variability and 10%-90% indicates a moderate variability, and
CV > 90% indicates extreme variability (Fang et al., 2012).

Table 4

Catena 173 (2019) 71-82

3.2. Environmental characteristics

Some important environmental covariates of the study area were
previously mapped in Fig. 3. Summary statistics of these rasters re-
vealed that TWI varies from 2.29 to 9.99 across the entire area. 83% of
the study area had moderate TWI values (5-7). In 12% of the area, TWI
was > 7%. MrVBF was calculated from zero to five. It was then clas-
sified into three categories (class 1: < 1.21; class2: 1.21-3.14; and class
3: 3.14-4.98) for further visualization. The class 1 in an area extension
of approximately 55% followed by class 2 (37%) and class 3 (8%) were
categorized. Diffuse insolation also varied from 0.59-0.71. The three
created class ranges (classl: < 0.68; class2: 0.68-0.7; class 3: 0.7-0.71)
showed that 60% of study area was located in class 3, 36% in class 2,
and 4% in class 1. Finally, as NDVI varied between —0.41 and 0.27 in
the study area, it was classified into two classes of low and moderate
(class1l: < 0.1 corresponding to barren areas of rock, sand, or snow;
class 2: 0.1-0.3 representing shrub and grassland). The highest values
(0.6 to 0.8) were associated with temperate and tropical rainforests
(Jones, 2014) which was much higher than any value that appeared on
the study area. Almost 90% of the study area was classified in class 1
(barren areas of rock). The rest of the environmental covariates were
analyzed similar to the rules previously explained.

3.3. Data mining techniques

3.3.1. Random forest

The results showed that the R* and concordance for the calibration
models were high compared to the out-of-bag samples when using
Random Forest. While Taghizadeh-Mehrjardi et al. (2016) had de-
scribed the efficiency of the Random Forest Model for predicting soil
organic carbon in Iran, and Hengl et al. (2015) used Random Forests
with apparent success for mapping soil properties of Africa at 250 m
resolution, we could not avoid issues of overfitting when using this
model. We presume this is because of the small data set used in this
study.

3.3.2. Cubist model

Table 4 shows the performance of the Cubist model on calibration
data (in the bag) and on validation data (out of bag). These analyses are
based on using the square root transformed values. For easy inter-
pretation, the normalized square root of N, P, and B were nominated as
NSN, NSP, and NSB respectively.

Generally, all predictions of NSN were quite good with Cubist ca-
libration especially in HI1:NSN (R% = 0.46) followed by H2:NSN
(R* =0.37), H3:NSN (R®*=0.19), H4NSN (R®=0.18) but the

Comparison of the performance of the prediction of target values using Cubist calibration and Cubist validation.

Variable calibration (in the bag) Validation (out of bag)

R? CCce MSE RMSE Bias R? cce MSE RMSE Bias
HI1:NSN 0.46 0.58 0.005 0.07 0.004 0.13 0.24 0.01 0.11 0.007
H2:NSN 0.37 0.49 0.003 0.05 0.007 0.11 0.15 0.006 0.08 0.004
H3:NSN 0.19 0.33 0.005 0.07 0.006 0.02 0.01 0.009 0.09 0.01
H4:NSN 0.18 0.27 0.004 0.06 0.004 0.01 0.01 0.007 0.08 0.006
H1:NSP 0.59 0.71 0.91 0.92 0.02 0.17 0.24 2.24 1.46 -0.07
H2:NSP 0.58 0.69 0.51 0.69 -0.02 0.11 0.16 1.51 1.21 0.04
H3:NSP 0.52 0.61 0.21 0.44 -0.03 0.01 0.05 1.55 1.19 —-0.08
H4:NSP 0.41 0.51 0.24 0.46 -0.03 0.01 0.01 1.27 1.08 -0.11
H1:NSB 0.47 0.62 0.07 0.28 —0.004 0.22 0.38 0.13 0.36 -0.01
H2:NSB 0.47 0.61 0.05 0.23 0.02 0.21 0.37 0.09 0.31 0.007
H3:NSB 0.46 0.59 0.07 0.25 0.03 0.16 0.29 0.13 0.36 0.04
H4:NSB 0.46 0.59 0.08 0.28 0.03 0.11 0.21 0.17 0.41 0.03

H1: standardized depth 0-15cm; H2: standardized depth 15-30 cm; H3: standardized depth 30-60 cm; H4: standardized depth 60-100 cm; NSN: normalized soil
nitrogen (sqrt (g/100 g)); NSP: normalized soil phosphorous (sqrt (mg/kg)); NSB: normalized soil boron (sqrt ((mg/kg)); R2: correlation coefficient; CCC: con-

cordance; MSE: mean square error; RMSE: root mean square error.
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Fig. 4. Predicted maps of nitrogen content (g/kg) across the study area using Cubist model for the two standardized depths.
Mean, upper 90% limit prediction, and lower 90% prediction respectively for H1 (A-C); mean, upper 90% limit prediction, and lower 90% prediction respectively for

H2 (D-F).

performance of R? against the validation did not compare well except
for the first depth increment (R? = 0.11). A similar trend was also ob-
served in the concordance coefficient. The trend of Cubist calibration
for NSP was almost similar to NSN insomuch that the R* and con-
cordance values decreased with depth. The distribution of P was as-
sessed in H1 and H2 standardized depths. Cubist calibration for the four
depths did not distinctly vary for B (R?> = 0.46-0.47). Notwithstanding
the decreasing performance of R the concordance against validation
was not good, but the Cubist model showed that it has more efficiency
to explain the spatial variability of B in four standardized depths
compared with N and P. This may be due to the prevailing agricultural
practices which may be done in some parts of the study area - fruit trees
have different requirements in C, N and water than cereal crops, and
local knowledge may necessitate different management procedures.
The challenge to estimate subsurface N and P using environmental
covariates remained.

The useful feature of the Cubist model is that it does not un-
necessarily overfit or partition the data (Malone et al., 2017). In gen-
eral, the contribution of all environmental covariates in the Cubist
model for the prediction of N, P and B at any acceptable depth included:
aspect, elevation, TWI, MrRTF, MrVBF, RVI, and individual bands 3 and
7 were eight important covariates in the models among the 23 cov-
ariates. For H1:NSN it was found MrVBF was identified as a major
driver in the model. Both TWI and MrVBF were important variables in
the H2:NSN model. TWI was used more than MrVBF in the model (90%
vs 17%). MrVBF also contributed in H1:NSP. RVI was used in H2:NSP
model (74%). Bands 3 and 7 and also elevation contributed in the
H1:NSB model. In terms of H2:NSB, elevation, MrVBF (68%), TWI
(60%), and aspect (32%) played important roles in the model. MrRTF
was utilized in the model of H3:NSB. For H4:NSB it was found that not
only MrRTF but also aspect played important roles. Ma et al. (2017)
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have reported similar outputs for the role of environmental covariates
in mapping of some surface soil properties in China. These terrain de-
rived attributes are emerging as major predictors for elements in the
subsurface horizons.

3.4. Digital soil mapping

According to the main aim of this paper and research flowchart
(Fig. 2), digital soil maps of N, P and B were created across the study
area. The presented values are the back-transformations of the mod-
elled predictions.

3.4.1. Nitrogen

Fig. 4 shows spatial distribution of N (g/kg) for mean, upper 90%
limit prediction and lower 90% limit prediction using Cubist model in
two soil depth (Hland H2).

Nitrogen varies largely across the study area which it was distinctly
shown for H1 (Fig. 4-A) compared to H2 (Fig. 4-D). The north part of
the study area has a high amount of N at both depths while for the south
part of the study area it was high at only H1. This might be attributed to
the fact that the north part has low slope and is close to the permanent
river namely the Ahar Chay and land use in this area is variable. There
are some seasonal rivers in the study area which lie from the south to
the north aspect. As nitrogen has a high correlation with organic
matter, comparing the results with other findings revealed that pre-
dicted maps using the Cubist model for soil organic carbon at both
surface from (Zhao et al., 2013) and subsurface from (Taghizadeh-
Mehrjardi et al., 2016) were accurate. There are about 20 villages in the
study area and it was expected that nitrogen content would be high
near the villages due to some cultivation and agricultural practices. The
absence of nitrogen in the predictions indicates that the villagers do not
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Fig. 5. Predicted maps of phosphorous content (mg/kg) across the study area using Cubist model for the two standardized depths.
Mean, upper 90% limit prediction, and lower 90% prediction respectively for H1 (A-C); mean, upper 90% limit prediction, and lower 90% prediction respectively for

H2 (D-F).

Table 5
Attributes of boron prediction and uncertainty analysis of Cubist model entire
the study area.

Depth  Mean* 90% upper 90% lower Prediction
prediction limit* prediction limit* interval range*

B (H1) 0.07-2.22 0.34-4.61 0.00-0.87 0.14-4.53

B (H2) 0.07-2.01 0.47-4.46 0.00-1.05 0.01-17.83

B (H3) 0.31-2.74 0.59-5.62 0.00-1.31 0.13-5.58

B (H4) 0.24-3.29 0.66-7.72 0.00-1.01 0.16-7.17

H1: standardized depth 0-15cm; H2: standardized depth 15-30 cm; H3: stan-
dardized depth 30-60 cm; H4: standardized depth 60-100 cm; B: soil boron
(mg/kg); *: (mg/kg).

tend to add nitrogen artificially. The prediction limit ranges for H1 and
H2 were 0-3.74 g/kg and 0-1.41 g/kg respectively. Although the cal-
culated range for two depths was small, the difference means that local
management influences in the surface horizons and subsurface horizons
are as we expect.

3.4.2. Phosphorous

Fig. 5 (A-F) also shows spatial distribution of P (g/kg) for mean,
upper 90% limit prediction and lower 90% limit prediction using a
Cubist model in two soil depth increments (Hland H2). For phos-
phorous, we could map for two depths using a similar method as with
nitrogen prediction. The pattern of the Ahar Chay River was dis-
tinguished in the maps of phosphorous. The supplied environmental
covariates in both models were extracted by DEM. There is no major
difference between the phosphorous levels of H1 and H2. The predic-
tion limit ranges were not mapped in this paper. The results demon-
strated that the limitation range for H1 was 1.33-79.32 mg/kg while
the limitation range was 0.38-54.35mg/kg for H2. Therefore, the
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management practices might impact more on phosphorous content at
the surface horizons. Tang et al. (2016) using ordinary kriging method
reported that soil N and P stock have strong to moderate spatial de-
pendence means that soil N stock was mainly controlled by intrinsic
factors such as management practices compared to soil P. The dis-
tribution of P influences microbial activity on a regional scale (Cao
et al., 2016). This can be used when predicting microbial ecology with
DSM. In order to sample microbial units at large scales, taking into
account such variables as phosphorous, accurate maps are a necessity.

3.4.3. Boron

The predicted maps for boron have got the most accurate maps
among three studied variables at four standardized depths. The results
of prediction are summarized in Table 5. Fig. 6 illustrates rescaled maps
for visualization of B spatial distribution in four depths. The results
showed that boron predictions have an increasing trend from the top of
the study area to the bottom because it is mobile in the soil as well as
subject to leaching (Price, 2006). Although, the capillary rise of soil
moisture may cause a higher concentration of boron in H1 than in H2
(Nobel et al., 1997). The prediction interval values were 4.39 mg/kg,
17.82 mg/kg, 5.45 mg/kg, and 6.97 mg/kg for H1, H2, H3, H4 respec-
tively. The prediction of B at these depths can produce an under-
standing of the most likely occurrences of toxicological problems.

4. Conclusions

In this study, the vertical and lateral variation of soil nitrogen,
phosphorous, and boron were investigated using both the Random
Forest and Cubist models. Our analysis revealed that the Random Forest
model was not suitable for our data. We found the Cubist model to be
the best model in this particular study. However, results showed that
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Fig. 6. Predicted maps of boron content (mg/kg) across the study area using Cubist model for the four standardized depths.
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where the target variable was in the sub-surface, the models were not
reliable.

The analysis revealed that terrain attributes play an important role
for the estimation of subsurface boron content than the other two ele-
ments (nitrogen and phosphorous) in the study area. The boron maps
produced in this study were the most accurate, when compared to those
of soil nitrogen and phosphorous. Further visualization also revealed
that the distribution of subsurface boron and the second horizons of
nitrogen and phosphorous are close to the pattern of the seasonal and
permanent rivers. This suggests that nitrogen and phosphorous may
have been transported by illuviation. In this study, remote sensing data
did not prove to be useful for the spatial prediction of either soil target
variables.

This study revealed that DSM using important environmental cov-
ariates can have applications in planetary health and microbiology
because those domains need accurate and precise soil samples (Cao
et al., 2016). Soil nitrogen and phosphorous showed different spatial
patterns across the whole study area indicating that fertilizers should be
supplied with various ratios. The most important findings of this paper
in terms of environmental hazards are that the inundated areas of the
west part of the study area, according to boron concentrations, may be
susceptible to contamination, which may require remediation.
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